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Motivation



Motivation

Thus far we have considered supervised learning problems and
that’s great, but

• how do we deal with situations where labels are unavailable?
• Animals and humans do not need to be told what to do all

the time.
• Reinforcement learning (RL) aims to use

environment-feedback.

2



Reinforcement learning examples

This lecture and the exercises deal with games. It is important to
note, that RL powers robots, too [KK99; Wu+23].

Play video1

Currently companies are working on digital assistants, which are
trained on humand feedback via RL [Bai+22].

1https://www.youtube.com/watch?v=xAXvfVTgqr0
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The Frozen Lake

Figure: The frozen-lake setting is a standard educational reinforcement
learning problem [Fou24].
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Frozen Lake Rewards and Actions

The elf wants to reach the present. The only feedback we get is
when we reach the present. More formally the reward is structured
as [Fou24],

• Reach goal: +1
• Reach hole: 0
• Reach frozen: 0

To reach the present the agent is allowed to sample from the
action space, which is

• 0: Move left
• 1: Move down
• 2: Move right
• 3: Move up

in this case [Fou24]. 5



The RL problem

How do we deal with the fact, that we might have to perform
many many actions until we potentially see a reward?
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The Q-learning algorithm



The Q-Table idea

At every state (tile of the lake), we can think of the expected
reward of taking an action. For example, if we stand next two a
hole moving into it yields zero reward. The result is a table or
function Q(s, a) ∈ RNs ,Na which returns a reward estimate for all
states and actions. Here Ns measures the total number of states
and Na the number of possible actions.
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The Q-learning algorithm [Mni+13]

Our agent lives in an environment E , where it is allowed to perform
actions at from the set of allowed actions A = {1, . . . , K}. The
agent has access to an input xt , which contains environment
information. We record the sequence of actions and states,
st = x1, a1, x2, . . . , at−1, xt . We denote the reward at time t as rt .
We expect to see a reward only at the end of a sequence t = T .
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The Q-learning algorithm

Q(st , at)update = Q(st , at) + α(rt + γ max
am

(Q(st+1, am)) − Q(st , at))
(1)

Here Q ∈ RNs ,Na denotes the Q-Table with Ns the number of
states and Na the number of possible actions. Reward at time t rt

learning rate α as well as the discount factor γ.
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Q-learning in the frozen lake case


[0., 0., 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.]
[0., 0., 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.]
[0., 0., 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.]
[0., 0., 0., 0.] [0., 0., 0., 0.] [0., 0., 0.9, 0.] [0., 0., 0., 0.]

 (2)
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Q-learning in the frozen lake case

This process continues until a path is established. After 1000
episodes the table looks as follows

[0., 0.59049, 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.]
[0., 0.6561, 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.]
[0., 0., 0.729, 0.] [0., 0.81, 0., 0.] [0., 0., 0., 0.] [0., 0., 0., 0.]

[0., 0., 0., 0.] [0., 0., 0.9, 0.] [0., 0., 1., 0.] [0., 0., 0., 0.]

 .

(3)

Action order: [Move left, Move down, Move right, Move up]
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Deviating from maxa Q(s, a)

The previous approach yielded only a single path. To explore more
states we can choose to deviate from maxa Q(s, a) with a
probability ϵ.
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Deviating from maxa Q(s, a)

ϵ = 0.2, and 5k steps lead to[0.53, 0.59, 0.59, 0.] [0.53, 0., 0.6, 0.] [0.59, 0.73, 0.59, 0.] [0.66, 0., 0., 0.]
[0.59, 0.66, 0., 0.] [0., 0., 0., 0.] [0., 0.81, 0., 0.] [0., 0., 0., 0.]
[0.66, 0., 0.73, 0.] [0.66, 0.81, 0.81, 0.] [0.729, 0.9, 0., 0.] [0., 0., 0., 0.]

[0., 0., 0., 0.] [0., 0.81, 0.9, 0.] [0.81, 0.9, 1., 0.] [0., 0., 0., 0.]

 .

(4)
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Neural Q-Function approximations



What if the state space is too large to explore?

• The number of possible states in games, but also in the real
world grows very quickly.

• What if we fail to set up a complete table?
• How do we approximate missing table entries?
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Neural approximation of the Q-Table [Mni+13]

Key Idea: Use a neural network Q(s, a; θ) ≈ Q(s, a).

L(θ) = 1
Na

Na∑
i=1

(yi − Qn(s, a; θ)i)2 (5)

with Qn(s, a; θ) ≈ Q(s, a) the neural Q-Table approximator. And y
the desired output at the current optimization step. Construct
y ∈ R3,3 by inserting

yr =

r , if the game ended
r + γ maxa Q(st+1,a;θ) else

(6)

into y at the position of the move taken.
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Training and implementation



Training TicTacToe Game-Agents

x x
o

o

Table: TicTacToe board of an ongoing game. Player 1 (x) moves next.
How should the distribution of future reward look like?
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Training neural Q-Table approximators

Fully connected ReLU-layers,

h = f (Wx + b) (7)

are a possible network architecture building block. Three layers per
example are enough for an agent to play TicTacToe reasonably
well.
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Convergence and average reward
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Figure: Average reward over 100 games for a neural TicTacToe Q-agent
playing against a random opponent.
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Conclusion

We have seen the core ideas required to build your own table and
neural-network-powered agents.

Don’t forget to play against your agent after finishing today’s
exercise.
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